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We propose to perform amplitude estimation with the help of constant-depth quantum circuits that variationally approximate states during amplitude amplification. In the context of Monte Carlo (MC) integration, we numerically show that shallow circuits can accurately approximate many amplitude amplification steps. We combine the variational approach with maximum likelihood amplitude estimation [Y. Suzuki et al., Quantum Inf. Process. 19, 75 (2020)] in variational quantum amplitude estimation (VQAE). VQAE can exhibit a cubic quantum speedup over classical MC sampling if the variational cost is ignored. If this cost is taken into account, VQAE typically has larger computational requirements than classical MC sampling. To reduce the variational cost, we propose adaptive VQAE and numerically show that it can outperform classical MC sampling.

I. INTRODUCTION

Amplitude estimation [1] is a powerful algorithm that can achieve a quadratic quantum speedup over classical Monte Carlo (MC) methods [2]. It has a wide range of applications, e.g. in quantum chemistry [3, 4], machine learning [5–7], and finance [8–10] where it can help with tasks such as risk analysis [11, 12] and the pricing of financial derivatives [13, 14].

The original amplitude estimation procedure [1] has hardware requirements that are challenging for current quantum devices and, therefore, reducing these requirements is currently an active area of research. Crucial breakthroughs were obtained in recent proposals which succeeded in replacing the hardware-intensive components of traditional amplitude estimation – controlled multi-qubit gates and quantum Fourier transform – by classical post-processing [15–18]. Alternatively, one can systematically reduce the circuit depth by interpolating between classical MC methods and amplitude estimation [19]. Additionally, classical pre-processing can replace costly quantum arithmetic [20].

In this article, we address the question whether the quantum computational requirements for amplitude estimation can be further decreased by making use of variational quantum algorithms [21–23]. We present variational quantum amplitude estimation (VQAE) in which the depth of the entire quantum circuit is always kept below a desired maximum value by means of variational optimization. VQAE is based on maximum likelihood amplitude estimation (MLAE) [15]. We present a naïve and an adaptive VQAE algorithm. Adaptive VQAE rescales the amplitude to reduce the cost of the variational optimization. The advantage of VQAE over MLAE is that the maximum circuit depth of VQAE is independent of the total number of MLAE steps, whereas in MLAE this depth grows linearly with the number of MLAE steps. The advantage of VQAE over classical MC sampling is that VQAE can have a lower computational cost.

Figure 1 shows that, for the problems considered here, VQAE outperforms classical MC sampling and additionally keeps the overall circuit depth below a fixed value.

This article is organized as follows. Firstly, in Section II, we define the problems considered here and explain the original quantum algorithm for amplitude esti-
mation as well as the classical MC approach. Then, in Section III we present our variational methods, study variational errors of constant-depth quantum circuits, and develop naive and adaptive VQAE. We conclude this article and discuss potential next steps in Section IV.

II. BACKGROUND

In this section, we first define the problem that we are interested in. Next, we explain quantum amplitude estimation and classical MC sampling.

A. Problem definition

Throughout this article, we focus on the calculation of expectation values

$$E_p[f] = \sum_x p(x) f(x)$$

(1)

where the sum runs over $2^n$ equidistant values of $x \in [0, 1)$, $p(x)$ represents a probability distribution and $f(x)$ a real-valued function. Here $n$ is the qubit count of the wave function that encodes $p(x)$ and $f(x)$ in its amplitudes. We consider three probability distributions: a Gaussian

$$p_{G}(x) = \frac{1}{\mathcal{N}_G} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right),$$

(2)

Cauchy-Lorentz

$$p_{C-L}(x) = \frac{1}{\mathcal{N}_{C-L}} \frac{\sigma}{(x - \mu)^2 + \sigma^2},$$

(3)

and log-normal distribution

$$p_{l-n}(x) = \frac{1}{\mathcal{N}_{l-n}(c_0 + c_1 x)} \exp \left( \frac{-\ln(c_0 + c_1 x) - \mu}{2\sigma^2} \right).$$

(4)

The normalization constants $\mathcal{N}_G$, $\mathcal{N}_{C-L}$ and $\mathcal{N}_{l-n}$ are chosen so that $\sum_x p(x) = 1$.

We choose the following parameters for our analysis. We fix the total number of qubits encoding $f(x)$ and $p(x)$ to $n = 5$. In our calculations with the Gaussian and Cauchy-Lorentz distribution, we use $\mu = 0.5$ and $\sigma = 0.1$. In our calculations with the log-normal distribution, we use $c_0 = 0$, $c_1 = 10$, $\mu = 1.5$, and $\sigma = 0.2$. For the function $f(x)$, we use

$$f(x) = C x$$

(5)

with some $C > 0$. For this choice of parameters, the expectation value (1) is approximately $E_p[f] \approx 0.5 C$ for all distributions.

B. Quantum amplitude estimation

Let us present a way to encode the solution to (1) on a quantum computer. We assume $f(x)$ and $p(x)$ are functions that map $[0, 1)$ to $[0, 1]$. We consider real numbers $x \in [0, 1)$ that satisfy

$$x = \sum_i x_i 2^{-i}, \quad x_i \in \{0, 1\}$$

(6)

and that we identify with $n$-bit strings \{\(x_i, i = 1, 2, \ldots, n\}\}. Each bit string shall correspond to a quantum state $|x\rangle = |x_1, x_2, \ldots, x_n\rangle$ in the computational basis of a $n$-qubit register. Additionally we have a quantum circuit $\mathcal{A}$ that acts on a register of $n+1$ qubits and produces a state $|\chi_0\rangle_{n+1} = \mathcal{A} |0\rangle_n |1\rangle$ such that

$$|\chi_0\rangle_{n+1} = \sqrt{1 - a} |\psi_{bad}\rangle_n |0\rangle + \sqrt{a} |\psi_{good}\rangle_n |1\rangle.$$  

(7)

Here $|\psi_{bad}\rangle_n$ and $|\psi_{good}\rangle_n$ are two normalized quantum states of a $n$-qubit register which is connected to one additional ancilla qubit. We define the good state

$$|\psi_{good}\rangle_n = \frac{1}{\sqrt{N}} \sum_x \sqrt{p(x)f(x)} |x\rangle_n$$

(8)

so that $a = E_p[f]$ of Eq. (1) coincides with the probability of measuring the ancilla qubit in the state $|1\rangle$.

To determine $a$, the amplitude estimation algorithm uses the Grover operator $\mathcal{Q} = -\mathcal{R}_\chi \mathcal{R}_{good}^{-1}$, where

$$\mathcal{R}_\chi = I - 2 |\chi_0\rangle_{n+1} \langle \chi_0|_{n+1} I = 2 \mathcal{A} |0\rangle_n |1\rangle \mathcal{A}^\dagger$$

$$\mathcal{R}_{good} = I - 2 |\psi_{good}\rangle_n \langle \psi_{good}|_{n} I$$

(9)

are reflections in a two-dimensional subspace $\mathcal{H}_\chi$ spanned by states $|\psi_{bad}\rangle_n |0\rangle$ and $|\psi_{good}\rangle_n |1\rangle$. We define $a = \sin^2(\theta)$ and explicitly write out the action of $\mathcal{Q}$:

$$|\chi_0\rangle_{n+1} = Q^m |\chi_0\rangle_{n+1} = \cos((2m + 1)\theta) |\psi_{bad}\rangle_n |0\rangle + \sin((2m + 1)\theta) |\psi_{good}\rangle_n |1\rangle.$$  

(10)

Therefore, the subspace $\mathcal{H}_\chi$ is stable under the action of $\mathcal{Q}$ and the only effect of $\mathcal{Q}$ is to rotate by an angle of $2\theta$. The original amplitude estimation algorithm then uses quantum phase estimation to find the eigenvalues of $\mathcal{Q}$ equal to $\exp(\pm 2i\theta)$ and provides an estimate of $a$ with an error

$$\epsilon \leq 2\pi \frac{\sqrt{a(1-a)}}{N_q} + \frac{\pi^2}{N_q^2},$$  

(11)

with a probability of at least $8/\pi^2$ [1].

Traditional amplitude estimation has high requirements on quantum hardware because it uses quantum phase estimation. This algorithm needs the quantum Fourier transform and multiple controlled $Q^m$ operations where \{\(m = 1, 2, 4, \ldots, 2^{2q}\}\}. The depth of the
corresponding quantum circuit is mostly determined by the depth of the last controlled $Q^m$ operator for which $m = 2^M$. In general, the total circuit depth scales like the total number of queries $O(N_q) \sim O(1/\epsilon)$ inversely proportional to the desired error $\epsilon$.

To avoid these deep quantum circuits, several recent articles propose new ways to carry out amplitude estimation circuit-counting quantum phase estimation [15, 17, 18] and circuits of depth $O(1/\epsilon)$ [19]. One proposal is MLAE [15] in which one combines measurements of the states $|x_m\rangle_{n+1}$ with a maximum likelihood estimation of $a$. For an exponential schedule $\{m = 1, 2, 4, \ldots, 2^M\}$, this algorithm has the query cost $N_q \sim O(1/\epsilon)$. A linear schedule $\{m = 1, 2, 3, \ldots, M\}$ increases the query cost to $N_q \sim O(\epsilon^{-4/3})$. Note that in this case $N_q$ scales quadratically with the maximum circuit depth $M$. Following the same idea of reducing the hardware requirements, the authors of Ref. [19] present two algorithms with computational cost $N_q \sim O(1/\epsilon^{\beta+1})$ for quantum circuits of reduced depth $O(1/\epsilon^{\beta})$. These algorithms are controlled by an external parameter $\beta$ which allows one to interpolate between the quantum regime at $\beta = 0$ and the classical MC regime at $\beta = 1$.

C. Classical MC sampling

We perform classical MC sampling in the following way. We sample from the state $|x_m\rangle_{n+1}$ of Eq. (7) and measure the ancilla qubit. We compute a as the relative frequency of measuring the ancilla qubit in the state $|1\rangle$. This calculation of $a$ has the error $\epsilon = \sqrt{a(1-a)/N_q}$ so that the total number of queries required for a certain error $\epsilon$ is $N_q \sim O(1/\epsilon^2)$ [26].

Comparing this query cost with the previous ones, we find that traditional amplitude estimation as well as MLAE with exponential schedule achieve a quadratic quantum speedup over classical MC sampling. Both MLAE with linear schedule and the algorithms in [19] obtain a reduced quantum speedup.

Note that, throughout this article, the query complexity is defined in terms of $A$ operators, with two applications of $A$ required per application of $Q$, see Eq. (9). Also, the depth of quantum circuits is measured in units of $A$.

III. VARIATIONAL ALGORITHMS

Here we present our variational algorithms. We first explain the general VQAE formalism, then our na"ive implementation, and finally the adaptive VQAE approach.

A. General formalism

The VQAE algorithm is based on the maximum likelihood framework of Ref. [15] with linearly incremental sequence $\{m = 1, 2, 3, \ldots, M\}$. In this framework, the depth of the quantum circuit implementing the state $|\chi_m\rangle_{n+1} = Q^m|\chi_0\rangle_{n+1}$ increases linearly with $m$. To prevent the circuit depth from increasing indefinitely, we add to this framework a variational step during which the quantum state $|\chi_m\rangle_{n+1}$ of depth $O(m)$ is approximated by a quantum state of a constant depth $O(1)$. We perform the variational approximation every $k$-th power of $Q$, with $0 < k < M$. For all the other iterations, we simply apply the corresponding power of $Q$ to the variational state. This results in Algorithm 1 presented below.

Algorithm 1 Variational quantum amplitude estimation

Require: $|\phi_{i=0}\rangle_{n+1} = |\chi_0\rangle_{n+1}$, $Q$
for $0 \leq i \leq \lfloor M/k \rfloor$ do
  for $0 \leq j < k$ do
    Sample the circuit $Q^j |\phi_i\rangle_{n+1}$ and collect $h$ samples.
    Save the number of times the ancilla qubit is $|1\rangle$ in a variable $h_m$, with $m = i \cdot k + j$
  end for
  if $i \neq \lfloor M/k \rfloor$ then
    Perform the variational approximation
    $|\phi_{i+1}\rangle_{n+1} \approx Q^k |\phi_i\rangle_{n+1}$
  end if
end for
Use $\{h_m\}$ to carry out the maximum likelihood estimation

The maximum likelihood post-processing [15] consists in maximizing the likelihood function $L(\{h_m\}, x) = \prod_m L_m(h_m, x)$ with

$$L_m(h_m, x) = |\sin^2((2m + 1)x)|^{h_m} |\cos^2((2m + 1)x)|^{h-h_m},$$

so that the estimate of the phase $\theta$ becomes

$$\hat{\theta} = \arg \max_x \left( \ln L(\{h_m\}, x) \right).$$

Our implementations of the maximum likelihood estimation use $h = 2 \times 10^5$ samples. The minimization of $L(\{h_m\}, x)$ is accomplished by means of a brute-force search algorithm that uses $5 \times 10^3$ grid points.

We variationally approximate states $Q^k |\phi_i\rangle_{n+1}$ by minimizing $|||\phi_{\text{var}}(\lambda)\rangle_{n+1} - Q^k |\phi_i\rangle_{n+1}||_2^2$ which is equivalent to maximizing the objective function

$$F(\lambda) = \Re \left( \langle \phi_{\text{var}}(\lambda) |_{n+1} Q^k |\phi_i\rangle_{n+1} \right)$$

with respect to the variational parameters $\lambda$. The depth of the quantum circuit for $F(\lambda)$ is $2k + 2$. In general, the variational quantum state $|\phi_{\text{var}}(\lambda)\rangle_{n+1}$ is a parameterized quantum circuit (PQC)

$$|\phi_{\text{var}}(\lambda)\rangle_{n+1} = U_{\text{var}}(\lambda) |\phi_{\text{init}}\rangle_{n+1} = \prod_j e^{-i\lambda_j G_j} |\phi_{\text{init}}\rangle_{n+1},$$

(15)
The variational approximation step significantly affects the total number of queries \( N_q \) used by VQAE. In MLAE with a linearly incremental sequence, the total number of queries is equal to

\[
N_q = \sum_{m=1}^{M} h(2m + 1) = hM(M + 2),
\]

where \( 2m + 1 \) is the depth of the quantum circuit encoding \( |\chi_m\rangle_{n+1} = Q^m |\chi_0\rangle_{n+1} \) and the circuit structure inside the dashed box is repeated \( d \) times. In adaptive VQAE, \( |\phi_0\rangle_{n+1} = |\phi_0\rangle_{n+1} \) and only the dark blue gates with adjacent CNOTs form our variational ansatz.

We obtained the best results using the gradient based approach with the Adam optimizer [40]. Therefore this technique is being used throughout this article for the computation of all results. Each gradient calculation requires two evaluations of the coordinate-wise objective function \( f_j(\lambda_j \pm \pi/4) \). On a quantum computer, \( f_j \) can be determined via the Hadamard test [41]. In our numerical simulations, we emulate the measurement of the Hadamard circuit by first evaluating the exact value of \( f_j \) and then sampling it using a binomial distribution with the probability \((1 + f_j)/2\) and \( n_j \) independent Bernoulli trials [26].

The variational approximation step significantly affects the total number of queries \( N_q \) used by VQAE. In MLAE with a linearly incremental sequence, the total number of queries is equal to

\[
N_q = \sum_{m=1}^{M} h(2m + 1) = hM(M + 2),
\]

where \( 2m + 1 \) is the depth of the quantum circuit encoding \( |\chi_m\rangle_{n+1} = Q^m |\chi_0\rangle_{n+1} \). In VQAE, the total number of queries is composed of two separate contributions. The first one accounts for the sampling of the quantum circuits \( |\chi_m\rangle_{n+1} \) and we denote it by \( N_{\text{samp}} \). The second contribution corresponds to the variational approximation cost, which we denote by \( N_{\text{var}} \). We assume that the number of queries required per variational approximation is independent of the iteration number \( m \) and changes only as a function of the desired variational error as well as the depth of the circuit for the objective function, which is equal to \( 2k + 2 \). For convenience, we denote the cost of a single variational update for \( k = 1 \) by \( N_{\text{var/1}} \), so that the total number of variational queries reads

\[
N_{\text{var}} = N_{\text{var/1}}(2k + 2)\lfloor M/k \rfloor \sim O(k|M/k|). \tag{19}
\]

The number of sampling queries is equal to

\[
N_{\text{samp}} = hkk(2k + 2)\lfloor M/k \rfloor + h(M\%k)(M\%k + 2), \tag{20}
\]

where \( \lfloor x \rfloor \) denotes the floor function and \( \% \) is the modulo operation. In the limit \( M \gg k \), \( N_{\text{var}} \sim O(M) \) and \( N_{\text{samp}} \sim O(kM) \). Note that both contributions scale like \( O(M) \) which is quadratically better than the scaling \( O(M^2) \) of MLAE in Eq. (18).

### B. Naïve VQAE

In our naïve implementation of the VQAE algorithm, the initial state of the PQC in Eq. (15) and Fig. 2 is \( |\phi_{\text{init}}\rangle_{n+1} = |0\rangle_{n+1} \).

Let us first explore the expressive power of the corresponding variational state \( |\phi_{\text{var}}(\lambda)\rangle \). To this end, we perform amplitude amplifications followed by variational approximations of the resulting state with \( k = 1 \) and \( M = 50 \). To evaluate the quality of the variational approximation, we calculate the infidelity

\[
\mathcal{I}_m = 1 - \langle \phi_i | Q^j | \chi_m \rangle_{n+1}, \quad m = i \cdot k + j, \tag{21}
\]

where \( G_j \) are Hermitian operators acting on the \((n+1)\) qubit register and \( \langle \phi_{\text{init}} | Q^j \rangle_{n+1} \) is some initial state. For our purposes, we are interested in hardware-efficient quantum circuits that produce real-valued quantum states. We use the PQC shown in Fig. 2 that is composed of \( d \) layers with 15 parameterized single-qubit rotation gates and 10 CNOT gates per layer.

One single variational update of a PQC consists of \( n_s \) sweeps over all circuit parameters, during which all parameters are updated simultaneously. To perform the optimization, it is convenient to introduce a coordinate-wise version of Eq. (14) for the \( j \)-th parameter

\[
f_j(x) = \mathcal{F}(\lambda_1, \lambda_2, \ldots, \lambda_{j-1}, x, \lambda_{j+1}, \ldots). \tag{16}
\]

The optimization of the parameterized state in Eq. (15) can then be performed via a particle swarm approach [27, 28], the coordinate-wise update [29–33], or gradient based methods with the parameter-shift rule [34–39]

\[
\frac{df_j(\lambda_j)}{d\lambda_j} = f_j(\lambda_j + \pi/4) - f_j(\lambda_j - \pi/4). \tag{17}
\]
δθ and the one of MLAE which scales like \( m \) increases linearly with different depths shows the results of such calculations performed for different probability distributions considered. We observe that the accuracy of the variational ansatz increases with the depth and saturates at \( d \approx 4 \). The infidelity increases linearly with \( m \). This behaviour is seen for all probability distributions considered.

Next, we present the amplitude estimation results of naive VQAE. Figure 4 shows the convergence of \( \delta \theta \) as a function of \( N_q \), under the assumption that \( N_{\text{var}}/1 = 0 \) and \( k = 1 \). The resulting error is compared with the one of classical MC sampling which scales like \( \delta \theta \sim O(N_q^{-1/2}) \) and the one of MLAE which scales like \( \delta \theta \sim O(N_q^{-3/4}) \). Interestingly, we find that the convergence of \( \delta \theta \) changes as a function of \( M \). For small values of \( M \), it follows the ideal VQAE scaling \( \delta \theta \sim O(N_q^{-3/2}) \) as if the variational approximation is performed without error. We emphasize that this scaling is cubically better than the one of classical MC sampling. The second convergence regime is observed for larger values of \( M \). In this regime, the error follows the MC scaling with \( \delta \theta \sim O(N_q^{-1/2}) \). One can understand this new scaling in terms of a one-dimensional classical random walk with an average step of length \( 2\theta \) and some finite variance induced by variational approximations. Provided that the variance is much smaller than \( \theta \), after \( M \sim N_q \) steps the total distance of the random walk converges to the value \( 2M\theta \) with a relative error scaling as \( O(M^{-1/2}) \).

Finally, we take into account the cost of the variational approximation, to obtain a more complete assessment of the algorithmic performance of naive VQAE. To estimate the cost of a single variational update, we use that \( N_{\text{var}}/1 = 2n_f n_s n_p \), where \( n_p \) is the number of parameters of a PQC and the factor 2 comes from the two evaluations of the objective function in Eq. (17). For the PQC in Fig. 2 with \( d = 4 \), the number of parameters is \( n_p = 60 \). Additionally, we choose \( n_f \sim n_p \sim 100 \) so that \( N_{\text{var}}/1 \sim 1.2 \times 10^6 \) and \( N_{\text{var}} \sim 4.8 \times 10^6 M \). This large variational cost is the dominant part in the calculation of the total number of queries \( N_q \). Ultimately, it leads to a performance of naive VQAE that is worse than the one of classical MC sampling. Reducing any of \( n_f \), \( n_s \), or \( n_p \) decreases the variational cost but also increases the variational error which then leads to a worse final amplitude estimation error.

C. Adaptive VQAE

To reduce the variational cost of VQAE, in this section we present the adaptive VQAE algorithm. This algorithm makes use of adaptive rescaling of the function \( f \), based on importance sampling by scaling, which is well known in statistics and commonly used in MC simulations [42].

To introduce the adaptive VQAE algorithm, we first note that the amplitude \( a = E_p[f] \) is linear in \( f \), meaning that rescaling the function \( f \) with a proportionality constant \( r \) also rescales the amplitude \( a \):

\[
a' = E_p[f'] = E_p[rf] = ra. \tag{22}
\]

The rescaled function \( f' \) can then be used to encode a new quantum state \( |\psi_{n+1}\rangle \), provided that \( f'(x) \leq 1 \) for all \( x \), which is required for the successful state preparation via Eq. (7). Next, a new Grover operator \( Q' \) can be defined and amplitude estimation can be performed to estimate the amplitude \( a' \). To proceed further, we make
the observation that after $k$ iterations, the overlap between the states $|\chi_0^{n+1}\rangle$ and $|\chi_k^{n+1}\rangle = Q^k|\chi_0^{n+1}\rangle$ is equal to $\cos(2k\theta')$. Hence, one can always find a commensurable amplitude $0 \leq a' \leq 1$ and a phase $\theta'$ so that
\begin{equation}
\theta' = \arcsin \sqrt{a'}, \quad a' = \frac{\sin(\theta')}{k}, \quad l \in \mathbb{Z},
\end{equation}
and the overlap between the corresponding states $|\chi_0^{n+1}\rangle$ and $|\chi_k^{n+1}\rangle$ is equal to one. Combining these two observations, we conclude that for a proper choice of the renormalization factor $r$ satisfying $rf(x) \leq 1$ for all $x$, it is possible to rescale the function $f$ such that the $k$-th power of the corresponding Grover operator becomes the identity operator $Q^k = I$.

Finding the exact renormalization factor $r$ requires exact knowledge of the initial amplitude $a$. However, as we show in the following, a loose estimate $a_0$, obtained from a moderate number of MC samples of the initial state $|\chi_0^{n+1}\rangle$, is sufficient. Assuming that such a loose amplitude estimate is provided, the renormalization factor can then be approximately expressed as $r_l = a'/a_0$, with $a'$ defined as in Eq. (23). As a result, the overlap between the states $|\chi_0^{n+1}\rangle$ and $|\chi_k^{n+1}\rangle$ becomes
\begin{equation}
\langle \chi_0^{n+1} | \chi_k^{n+1} \rangle = \cos(k\theta' - k\delta\theta') \approx 1 - \frac{(k\delta\theta')^2}{2},
\end{equation}
where $\delta\theta' = \theta' - \arcsin \sqrt{a_0}$. We see that for small deviations, the overlap decreases quadratically with $k$.

Next, we use the VQAE algorithm to estimate the amplitude $a'$ by means of the Grover operator $Q'$ and the initial state $|\chi_0^{n+1}\rangle$. The variational approximation is performed at every $k$-th step, when the overlap between $|\chi_0^{n+1}\rangle$ and $|\chi_k^{n+1}\rangle$ reaches maximum. Additionally, we assume that the PQC has the initial state $|\phi_{\text{init}}^{n+1}\rangle = |\chi_0^{n+1}\rangle$ so that the variational quantum state of Eq. (15) reads
\begin{equation}
|\phi_{\text{var}}(\lambda)\rangle^{n+1} = U_{\text{var}}(\lambda) |\chi_0^{n+1}\rangle.
\end{equation}

Having the PQC initialized to identity at the beginning of each optimization step, the only role of the variational quantum circuit is to correct the deviation of Eq. (24) originating from an imprecise value of the renormalization constant $r_l$. Finally, at the end of the calculation, an estimation of the phase $\theta'$ corresponding to the renormalized amplitude $a' = \sin^2\theta'$ is obtained. To go back to the original formulation of the problem and compare the results, we use the inverse transformation
\begin{equation}
\hat{\theta} = \arcsin \sqrt{\hat{a}}, \quad \hat{a} = \frac{a'}{r_l},
\end{equation}
where the renormalization constant $r_l$ has to be exactly the same as the one used for the function rescaling. This last step concludes the adaptive VQAE algorithm.

We analyze the performance of the adaptive VQAE algorithm with a simplified variational ansatz consisting of only six single-qubit rotation gates and four CNOT gates, as shown in Fig. 2 in dark blue color. This simplified ansatz has only six parameters in total, which significantly reduces the number of variational queries as well as the effects of the noise due to finite sampling. We determine the loose estimate of the amplitude $a_\lambda$ via 5 × 10^5 MC samples. As a result, much smaller values of infidelity are achieved for $n_f$ being an order of magnitude smaller than in our naive VQAE computations. We also note that for smaller values of $a$, the initial MC estimation of $a'$ gets worse and, as a consequence, more sweeps are required to ensure the convergence of the variational ansatz.

Our results for adaptive VQAE are presented in Fig. 1, where we show the convergence of $\delta\theta$ as a function of $N_{\text{q}}$ for $k = 10$. The simulations use Adam with the initial learning rate $\beta = 10^{-3}$, $n_f = 100$, $n_s = 100$, and $n_p = 6$, resulting in $N_{\text{var}/f} = 2n_fn_p = 1.2 \times 10^5$. As in Fig. 4, we compare with the classical MC scaling $\delta\theta \sim \mathcal{O}(N_{\text{q}}^{-1/2})$ and the MLAE scaling $\delta\theta \sim \mathcal{O}(N_{\text{q}}^{-3/4})$. The major difference of the adaptive VQAE as compared to all previously studied methods is a large starting cost which corresponds to the amount of MC samples required for the evaluation of $a_\lambda$. This starting cost, however, represents only an additive contribution to $N_{\text{q}}$ and, hence, is insignificant in the regime of our interest when the number of queries gets large. Additionally, we find that, thanks to a significant improvement of the number of query calls and the overall precision of the variational state, the resulting final error $\delta\theta$ of the adaptive VQAE algorithm surpasses the classical MC error, therefore leading to a genuine quantum advantage.
Interestingly, we observe that in the regime of small $k$, the performance of the adaptive VQAE algorithm decreases. This has several reasons. Firstly, the precision of the maximum likelihood estimation decreases when the angle $\theta' = \pi l/k$ (where $l = 1$ in our case) becomes larger than $\pi/4$, i.e., for $k \leq 4$. Hence, to perform an estimation with such small values of $k$, a different statistical inference technique has to be considered. Secondly, for small values of $k$, the rescaling factor can become much larger than one and then leads to more efficient classical MC sampling. In calculations with $C = 0.1$, this leads to a loss of quantum advantage for $k = 5$, corresponding to $r \approx 7.508$. The quantum advantage of the adaptive VQAE algorithm holds true for other cases with $k > 5$.

**IV. DISCUSSION**

In this article, we provide numerical evidence that variational quantum algorithms and constant-depth quantum circuits can lead to a quantum advantage over classical MC sampling in the context of amplitude estimation. Our results are proof of concept that it is feasible, in principle, for current quantum devices to achieve a quantum advantage by performing amplitude estimation. The quantum circuits used for our numerical demonstrations, however, are still challenging for this generation of gate-based quantum computers. Therefore, an exciting next step is to find other problems and applications for which VQAE has low quantum hardware requirements and can be realized on actual quantum devices.

We can imagine future applications for VQAE in several areas, including combinatorial optimization, quantum machine learning, and quantum chemistry. In the context of combinatorial optimization, VQAE enables us to use constant-depth quantum circuits to carry out Grover search, which can find the optimal solution with a quadratic quantum speedup over brute-force search. Here it is also enticing to study whether such a variational Grover search algorithm can benefit from filtering operators [43]. In relation to quantum machine learning, VQAE has the potential to make it possible for current quantum devices to accelerate inference in Bayesian networks [44], which can then be compared with state-of-the-art variational quantum algorithms for inference [45]. With regards to quantum chemistry, the concept of VQAE can be combined with variational quantum phase estimation (VQPE) [46–48] to realize VQPE with shallow circuits on actual quantum hardware. In this context, one interesting application is to use accurate quantum chemistry results obtained with a quantum computer to train an ansatz for the exchange-correlation energy in density functional theory by means of machine learning [49–51].

We anticipate that the efficiency of the VQAE algorithm can be further increased. Firstly, it would be interesting to analyse whether a local cost function – which can help mitigate the negative effect of barren plateaus [52] – improves the variational optimization and reduces the required number of variational queries. Secondly, the performance of our variational algorithm crucially depends on the maximum likelihood estimation procedure. It would be interesting to investigate whether alternative approaches perform better, e.g. iterative QAE [18] or QoPrime AE [19].
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